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Individual researchers express a variety of views about the eyewitness confidence–accuracy relationship, but an argument could be made that the consensus view in the field is that (1) confidence is, at best, a weak indicator of accuracy, (2) the confidence–accuracy relationship becomes weaker still as the retention interval increases, and (3) eyewitnesses who express high confidence tend to be overconfident – perhaps even more so following a long retention interval. Here, we reanalyze the data from four previous retention interval studies in terms of suspect ID accuracy (Mickes, 2015). We argue that this measure is more relevant to the information sought by a court of law than either a correlation coefficient or a calibration curve (the two traditional confidence–accuracy measures). The results of our reanalysis suggest that the confidence accuracy relationship remains strong – and that high-confidence IDs remain highly accurate – even after retention intervals as long as 9 months.
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In a typical eyewitness identification (ID) experiment concerned with the relationship between confidence and accuracy, confidence is assessed immediately after an adult makes an ID from a fair lineup without undue influence from a lineup administrator. Even under those pristine testing conditions, it was once argued that confidence and accuracy are weakly related when all participants are included in the analysis (see Wells & Murray, 1984, for an early review) or are modestly related when the analysis is limited to “choosers” – namely, those who make an ID of a suspect or filler from a lineup (see Sperer, Penrod, Read, & Cutler, 1995, for a later review). These assessments were based on studies in which the confidence–accuracy relationship was measured using the point-biserial correlation coefficient. However, because that summary statistic can be deceptively low even when the confidence–accuracy relationship is undeniably strong (Juslin, Olsson, & Winman, 1996), researchers nowadays more often plot calibration curves to represent how accuracy varies as a function of confidence. Such research leaves little doubt that, under typical testing conditions, confidence is highly predictive of accuracy in the straightforward sense that a low-confidence ID implies low accuracy whereas a high-confidence ID implies considerably higher accuracy (e.g., Brewer & Wells, 2006).

In addition to knowing the difference in accuracy between IDs made with low vs. high confidence, it is of interest to know the absolute accuracy of high-confidence suspect IDs. As noted by Sauer, Brewer, Zweck, and Weber (2010), “Highly confident identifications, when compared to those made with low confidence, are likely to have a greater impact on police investigations and jury decision making” (p. 344). With regard to jury decision making, if high-confidence IDs are only 60% correct (for
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example), then it is hard to imagine that any juror would regard that level of accuracy as exceeding the “beyond a reasonable doubt” standard. If, instead, high-confidence IDs are 97% correct, then some jurors might regard such an ID as exceeding that high standard. Thus, high-confidence accuracy in general — and the effect of retention interval on high-confidence accuracy in particular — are key considerations.

Although IDs made with high confidence are now known to be substantially more accurate than IDs made with low confidence, it does not necessarily follow that high-confidence IDs are necessarily reliable. In fact, there is evidence to suggest that the consensus view in the field is that high-confidence IDs are unreliable even under the best of conditions. Consider, for example, how the American Psychological Association (APA) recently characterized the eyewitness confidence-accuracy relationship in an amicus brief filed in support of a defendant’s request to instruct the jury that “witnesses who are highly confident of their identifications are not therefore necessarily reliable” (American Psychological Association, 2014, p. 3). In that brief, the APA considered core research findings from eyewitness identification research and pointed out that “...there is overwhelming consensus as to the core findings of that research” (p. 10). With regard to the reliability of eyewitness identification assessed under typically ideal testing conditions, the amicus brief took into account studies that measured the confidence-accuracy relationship using a correlation coefficient as well as studies that measured the relationship using calibration. Its interpretation of those findings was as follows:

“...as one study explained, ‘[t]he outcomes of empirical studies, reviews, and meta-analyses have converged on the conclusion that the confidence-accuracy relationship for eyewitness identification is weak, with average confidence-accuracy correlations generally estimated between little more than 0 and .29.’... Another slightly older analysis...has suggested a confidence-accuracy correlation of only 0.41 for certain types of identifications...Importantly, error rates can be high even among the most confident witnesses. Researchers have performed studies that track, in addition to identification accuracy, the subjects’ estimates of their confidence in their identifications. In one article reporting results from an empirical study, researchers found that among witnesses who made positive identifications, as many as 40 percent were mistaken, yet they declared themselves to be 90 percent to 100 percent confident in the accuracy of their identifications...This confirms that many witnesses are overconfident in their identification decisions” (pp. 17–18).

Keep in mind that the results of these studies pertain to an initial ID made from a fair lineup without undue administrator influence, not to the later (potentially contaminated) ID that occurs in court. Clearly, post-identification events can contaminate memory and distort the information value of eyewitness confidence, thereby rendering any later expression of confidence unreliable. Our thesis pertains to an initial, non-leading, suspect identification task. We argue that high-confidence eyewitness identifications are much more reliable than they are characterized as being in this amicus brief (Wixted, Mickes, Clark, Gronlund, & Roediger, 2015).

Not only are high-confidence IDs widely thought to be error prone even when obtained under ideal testing conditions, many people also believe that the trustworthiness of such IDs may become lower still as the retention interval between an event (e.g., the witnessed crime) and the first memory test (e.g., an ID made from a lineup) increases. This is believed to be true even in the absence of memory contamination. For example, in another recent APA amicus brief (American Psychological Association, 2011), the argument was made that “Empirical research also establishes that as time passes between an event and a resulting identification, the identification becomes increasingly unreliable — put simply, the memory ‘decays’... Even a gap of only a few hours between exposure and identification, then, can affect the reliability of an identification” (p. 18).

The idea that eyewitness IDs become less reliable with the passage of time not only accords with common sense, it also accords with certain theoretical considerations. For example, according to Deffenbacher’s (1980) optimality hypothesis, the strength of the confidence-accuracy relationship varies directly with the optimality of information processing conditions at encoding, storage, and retrieval (Bothwell, Deffenbacher, & Brigham, 1987). As information processing conditions become less optimal, measures of memory performance (e.g., d’) will reflect that fact. Using unpublished signal-detection-based simulation studies, Deffenbacher (2008) argued that, theoretically, the confidence-accuracy relationship as measured by the point-biserial correlation coefficient weakens as d’ declines. Because there is little doubt that d’ declines as the retention interval increases, it follows that confidence should become an even less reliable indicator of accuracy as the retention interval increases (Deffenbacher, 2008). Of course, this argument assumes that the point-biserial correlation appropriately measures the confidence-accuracy relationship, an idea that, as noted above, is no longer widely accepted (Juslin et al., 1996).

Empirically, are eyewitnesses overconfident following a short retention interval, and does that problem become even worse as the retention interval increases? Only a few prior eyewitness identification studies have investigated how the confidence-accuracy relationship changes with the size of the retention interval. Two prior calibration studies used retention intervals that varied from 0 to 1 week (Juslin et al., 1996; Palmer, Brewer, Weber, & Nagesh, 2013), and another calibration study used retention intervals that varied from 0 to 3 weeks (Sauer et al., 2010). In addition, in a study that measured the confidence-accuracy relationship using the correlation coefficient, the retention interval varied from 3 months to 9 months (Read, Lindsay, & Nichols, 1998). As described in more detail below, these studies converge on the notion that the confidence accuracy relationship does not change appreciably for choosers as the retention interval increases despite the fact that d’ decreases. Whether the retention interval is short or long, low confidence implies low accuracy, and high confidence implies considerably higher accuracy. Nevertheless, these studies also seem to imply that witnesses are generally overconfident.
following a short retention interval and may become somewhat more so as the retention interval increases.

Here, we advance the argument that these prior studies did not analyze their data in a way that is directly relevant to what a court wants to know when trying to assess the reliability of an eyewitness who has identified the suspect in an initial lineup task. Thus, the jury is still out on exactly how confidence is related to accuracy and how that relationship changes with the length of the retention interval. To provide a court with the information it seeks in a case involving an eyewitness who has identified the suspect in a lineup, the case has recently been made that the data need to be analyzed in terms of suspect ID accuracy (Mickes, 2015). Suspect ID accuracy differs from both the correlation coefficient and calibration. Next, we describe the critical difference between suspect ID accuracy and the other confidence–accuracy measures that are more commonly used, and then we re-analyze the relevant retention interval data from the four retention interval studies mentioned above.\(^1\) Reanalyzing those data in terms of suspect ID accuracy is the main purpose of our article. The importance of our reanalysis lies in the fact that the message sent by the available empirical evidence turns out to be the exact opposite of the prevailing consensus view in the field, as conveyed by the APA in its recent amicus briefs (and by many individual experts who testify in courts of law) based on research using the correlation coefficient and calibration.

**Suspect ID Accuracy vs. Correlation and Calibration**

The relationship between confidence and accuracy has often been measured by computing the Pearson \(r\) correlation coefficient between the binary accuracy of a response (e.g., coded as 0 or 1) and the corresponding confidence rating (e.g., measured using a 5-point scale from “just guessing” to “very sure”). A correct response consists of (1) a suspect ID from a target-present lineup or (2) the rejection of a target-absent lineup, whereas an incorrect response consists of (1) a suspect ID from a target-absent lineup, (2) a filler ID from either type of lineup, or (3) the rejection of a target-present lineup. When the analysis is limited to choosers, the responses made by those who reject target-present or target-absent lineups are excluded from the analysis (e.g., Sperer et al., 1995). Because accuracy is coded as a dichotomous variable, the Pearson \(r\) in this case is known as a point-biserial correlation coefficient. This approach represents an effort to boil the confidence–accuracy relationship down to a single summary statistic.

As noted earlier, Juslin et al. (1996) long ago explained why the point-biserial correlation coefficient does not provide useful information to a court about the confidence–accuracy relationship. The basic problem is that the correlation can be low even when the confidence–accuracy relationship is as strong as it can possibly be (e.g., when 100% confidence is associated with 100% accuracy, 90% confidence is associated with 90% accuracy, and so on). That being the case, it is a mistake to assume that a low correlation necessarily implies a weak confidence–accuracy relationship. Juslin et al. (1996) further argued that calibration curves are more informative. A calibration curve is a plot of accuracy for each level of confidence considered separately.

However, if the goal is to inform the legal system about the relationship between eyewitness confidence and accuracy, then even a calibration curve can be misleading (Mickes, 2015; Wixted et al., 2015). To appreciate why, it is essential to consider exactly what the dependent variable is in a calibration plot and how it differs from suspect ID accuracy. For choosers, the calibration accuracy formula consists of correct IDs made with a particular level of confidence divided by correct IDs plus incorrect IDs made with that same level of confidence. A correct ID for choosers consists of a suspect ID from a target-present lineup, whereas incorrect IDs for choosers consist of (1) a suspect ID from a target-absent lineup, (2) a filler ID from a target-absent lineup, or (3) a filler ID from a target-present lineup. Thus, for IDs made with a particular level of confidence \(c\), the correct calibration accuracy formula consists of correct IDs divided by the sum of that value and the total number of errors: suspect IDs from target-absent lineups \((n\text{SIDTA}_{-c})\) plus the number of filler IDs from target-absent lineups \((n\text{FIDTA}_{-c})\) plus the number of filler IDs from target-present lineups \((n\text{FIDTP}_{-c})\). In other words:

\[
C_c = \frac{n\text{SIDTP}_{-c}}{n\text{SIDTP}_{-c} + n\text{SIDTA}_{-c} + n\text{FIDTA}_{-c} + n\text{FIDTP}_{-c}} \quad (1)
\]

Usually, studies that use fair lineups do not have a designated innocent suspect, so \(n\text{SIDTA}_{-c}\) is not specifically included in the denominator. When \(n\text{SIDTA}_{-c}\) is removed from Eq. (1), the formula reduces to:

\[
C_c = \frac{n\text{SIDTP}_{-c}}{n\text{SIDTP}_{-c} + n\text{FIDTA}_{-c} + n\text{FIDTP}_{-c}} \quad (2)
\]

This is the full calibration formula for studies involving fair lineups without a designated innocent suspect, and it is the one used by the APA in its recent amicus brief. Thus, for example, when this formula is applied to the data shown in Table 3 of Sauer, Brewer and Wells (2008), IDs made with 90–100% confidence are accurate only .60 of the time (i.e., 60% correct). This formula was also used by Brewer, Keast, and Rishworth (2002) in one of the first calibration studies following Juslin et al.’s (1996) seminal report. Since then, however, most calibration studies have chosen to exclude target-present filler IDs \((n\text{FIDTP}_{-c})\) from the denominator on the grounds that such IDs involve known innocents. Thus, the only errors included in most

\(^1\) Wetmore et al. (2015) compared lineup performance on an immediate vs. delayed (48-h) test, but performance was almost identical in both conditions, and the lineups were generally unfair in that the innocent suspect in target-absent lineups was identified far more often than the fillers in 3 out of 4 conditions. Thus, we do not consider that study here.

\(^2\) As an example of what this notation represents, \(n\text{SIDTP}_{+c}\) means that there was a certain number \((n)\) of suspect IDs \((\text{SID})\) made from target-present \((TP)\) lineups with confidence level \(c\) \((+c)\). Similarly, \(n\text{FIDTA}_{-c}\) means that there was a certain number \((n)\) of filler IDs \((\text{FID})\) made from target-absent \((TA)\) lineups with confidence level \(c\) \((-c)\).
calibration studies are filler IDs from target-absent lineups, so the typical calibration accuracy score is equal to:

$$C_c = \frac{nSID_{TP-c}}{nSID_{TP-c} + nFID_{TA-c}}$$  \hspace{1cm} (3)

Although one could reasonably argue that errors are errors, so filler IDs from target-present lineups should be included in the denominator when analyzing the performance of choosers (as the APA did), this is not a critical issue because the results usually do not change much whether or not they are included.

To understand why a calibration score does not accurately inform a court that is seeking to evaluate the reliability of an eyewitness who has identified a suspect with a particular level of confidence, it is helpful to consider that some criminal prosecutions do not involve an eyewitness ID of a suspect but instead involve an eyewitness who mistakenly picked a filler (and who is therefore not asked to testify against the defendant at the trial). Is there any information provided by the fact that the witnesses in cases like that picked a filler? The answer to this question is provided by a study in which the analysis is selectively focused on filler IDs, not suspect IDs. Recently, Wells, Yang and Smalarz (2015) argued that when filler IDs are selectively analyzed in lab studies, the results suggest that a filler ID is actually somewhat probative of innocence (see also Wells & Olson, 2002). In the lab studies they considered, in which half the lineups were target-present and half target-absent (i.e., prior probability of guilt = .50), only 40% of the lineups in which a filler ID occurred contained a guilty suspect (i.e., posterior probability of guilt = .40). That being the case, these studies suggest that a filler ID, when it occurs, provides some evidence that the suspect is not guilty. More formally, in an equal base-rate study and ignoring confidence, Wells et al. (2015) argued that the probability \((p)\) that the lineup is a target-present (TP) lineup given a filler ID (FID) is:

$$p(\text{TP}|\text{FID}) = \frac{nFID_{TP}}{nFID_{TP} + nFID_{TA}} \approx .40$$  \hspace{1cm} (4)

One could also compute this value separately for different levels of confidence to ask whether or not confidence in a filler ID provides any additional information about the likelihood that the suspect is guilty. Wells et al. (2015) argued that a filler ID made with high confidence is more indicative of innocence than one made with low confidence. Even though the information value of a filler ID appears to be modest, this news is nevertheless relevant to the set of criminal prosecutions in which an eyewitness identified a filler (not to the set of criminal prosecutions in which an eyewitness identified a suspect).

Other criminal prosecutions involve an eyewitness ID of a suspect, not a filler. It is this kind of case that has led to many wrongful convictions based on eyewitness misidentifications. Is there any information provided by the fact that a witness picked the suspect from a lineup? The answer to this question is provided by an eyewitness identification study in which the analysis is selectively focused on suspect IDs, not filler IDs. In contrast to the probative information provided by a filler ID, Wells et al. (2015) found that if a suspect ID occurred, approximately 77% of the lineups contained a guilty suspect (i.e., posterior probability of guilt \(\approx .77\)). More formally, in an equal base-rate study and ignoring confidence, they argued that the probability that the lineup is a target-present (TP) lineup given a suspect ID (SID) is:

$$p(\text{TP}|\text{SID}) = \frac{nSID_{TP}}{nSID_{TP} + nSID_{TA}} \approx .77$$  \hspace{1cm} (5)

Thus, using Eqs. (4) and (5), the results reported by Wells et al. (2015) indicate that, from the starting base rate of .50, the probative information provided by suspect IDs on the one hand and filler IDs on the other point in different directions with respect to whether or not the suspect is guilty. That being the case, if the goal is to inform the legal system about the probative value of either filler IDs (which apply to one set of cases) or suspect IDs (which apply to a different set of cases), filler IDs and suspect IDs should not be aggregated together. Yet correlation studies and calibration studies that measure the confidence–accuracy relationship for choosers usually aggregate suspect IDs and filler IDs in the same equation (see Eqs. (1)–(3)). Instead of combining them, the information value of the two kinds of IDs should be considered separately, as they are in Eqs. (4) and (5).

Just as one can ask about the information value of filler IDs made with different levels of confidence, one can ask about the information value of suspect IDs made with different levels of confidence. How accurate is a high-confidence suspect ID and how much less accurate is a suspect ID made with low confidence? Calibration studies do not provide the answer to these questions, but a confidence–accuracy characteristic (CAC) analysis does (Mickes, 2015). A CAC analysis plots suspect ID accuracy as a function of confidence. The dependent measure in a CAC plot is equal to the probability that the lineup is a target-present (TP) lineup given a suspect ID with a particular level of confidence (SID):

$$p(\text{TP}|\text{SID}_c) = \frac{nSID_{TP-c}}{nSID_{TP-c} + nSID_{TA-c}}$$  \hspace{1cm} (6)

Note that this is the same equation as Eq. (5) except that now the values are computed separately for each level of confidence. High-confidence suspect IDs are far more indicative of guilt than low-confidence suspect IDs (Wells et al., 2015).

To use Eq. (6), one needs to know \(nSID_{TP-c}\) and \(nSID_{TA-c}\). The value of \(nSID_{TP-c}\) is easily obtained because it is simply the number of suspects IDs from target-present lineups made with a particular level of confidence. Similarly, the value of \(nSID_{TA-c}\) is easily obtained when the target-absent lineups include a designated innocent suspect. In that case, it is simply the number of suspect IDs from target-absent lineups made with a particular level of confidence. However, when a fair TA lineup is used without a designated innocent suspect, as is true in most

---

3 Because filler IDs provide evidence in the direction of innocence, whereas suspect IDs provide evidence in the direction of guilt, it can be useful to analyze filler IDs and suspect IDs separately instead of bundling them together as choosers (G. Wells, personal communication). CAC analysis shows the information value of suspect IDs as a function of confidence for the 50% base rate situation typically used in eyewitness ID studies, but a complete Bayesian analysis would require a consideration of suspect ID accuracy across the full range of possible base rates, as in Fig. 8 of Wells et al. (2015).
EYEWITNESS CONFIDENCE AND ACCURACY

Eyewitness identification studies, the number of innocent suspect IDs is typically estimated by dividing the number of IDs from target-absent lineups by lineup size, n (e.g., Palmer et al., 2013). That is, \( n_{SID_TA-c} = n_{FID_TA-c}/n \). In that case, suspect ID accuracy for a given level of confidence, \( c \), is given by:

\[
p(TP|SID_c) = \frac{n_{SID_{TP-c}}} {n_{SID_{TP-c}} + n_{SID_{TA-c}}} \tag{7}
\]

This is the principal suspect ID accuracy formula that we will use in our reanalysis. Suspect ID accuracy is not a calibration score (which requires the use of a 100-point confidence scale) and can therefore be plotted as a function of any numerical rating scale of confidence (e.g., a 1–5 scale, a 1–10 scale, a 0–100 scale, etc.). That suspect ID accuracy can be plotted as a function of any confidence scale, whereas calibration requires the use of a 100-point scale, is not the most important difference between these two measures. The most important difference between them is that the information provided by Eq. (7) differs from the information provided by a calibration score because a calibration score bundles together filler IDs (which, when they occur, somewhat decrease one’s belief that the suspect is guilty) and suspect IDs (which, when they occur, more strongly increase one’s belief that the suspect is guilty). To be sure, the two measures (calibration and suspect ID accuracy) are inherently correlated when a fair lineup is used, but the impression they convey about the reliability of eyewitness IDs—particularly those made with high confidence (which are the most important IDs)—can differ quite dramatically.\(^4\)

The computational details presented above may be somewhat tedious, but they are important nonetheless. As an example of why this is an important issue, consider the fact that high-confidence suspect ID accuracy in Sauer et al. (2008)—which, as noted above and as emphasized in the aforementioned APA amicus brief, comes to only 60% correct when computed using a calibration formula (Eq. (2))—is equal to 96.8% correct when computed using the CAC approach (see Appendix for computational details). Yet the APA used the results from this same study to explain to a court that “This confirms that many witnesses are overconfident in their identification decisions.” Although that statement is technically true (because it applies when aggregating across suspect IDs and filler IDs), it is not relevant to the reliability of a high-confidence suspect ID, which is the information that a court cares about when evaluating the reliability of an eyewitness who has identified a suspect with a high level of confidence. To provide that information, suspect ID accuracy—not calibration—needs to be reported.

In terms of suspect ID accuracy, should high-confidence IDs made following a short retention interval be characterized as “overconfident” and do such IDs exhibit even greater overconfidence with the passage of time? The available empirical evidence, as it has been analyzed thus far, does not answer these questions because the data were aggregated across suspect IDs and filler IDs. We next plot suspect ID accuracy for data from 4 prior studies that investigated the confidence–accuracy relationship as a function of retention interval. For the sake of brevity, in each case, the data are collapsed across conditions that are not relevant to the retention interval manipulation. The story those data tell is very different from the story told by the APA in its recent amicus briefs and which the APA regards as the consensus view in the field.

Justlin et al. (1996)

Justlin et al. (1996) investigated the confidence accuracy relationship over a delay of up to 1 week. In this study, participants viewed a 90-second videotaped theft involving two perpetrators and were later asked to identify them from two 8-person photo lineups, one for each perpetrator. The fillers were selected from the photo material used by actual police officers in the course of regular police investigations. Half the participants were tested following a 1-hour retention interval and half following a 1-week retention interval. Unlike most studies, the base rate of target-present lineups was .75 (not .50), and participants were asked to make two confidence ratings—a pre-lineup confidence rating that the witness would be able to recognize the perpetrator in the lineup and a second confidence rating if a lineup member was identified as the perpetrator.

According to the calibration results, which were computed using Eq. (2) and which we estimated from their Figure 4 using WebPlotDigitizer (http://arohatgi.info/WebPlotDigitizer/), in the 1-h condition, participants who were 15% confident were approximately 30% correct, whereas participants who were 95% confident were approximately 89% correct. In the 1-week condition, low-confidence accuracy was approximately 16% correct, whereas high-confidence accuracy was approximately 87% correct. Thus, the confidence–accuracy relationship was strong in both conditions (in terms of the difference in accuracy for IDs made with low vs. high confidence), but participants were somewhat overconfident at the high end of the confidence scale.

The calibration estimates were next used to compute suspect ID accuracy (Eq. (7)) using a conversion formula presented in Appendix. Exact suspect ID accuracy scores could not be computed because the raw data from this study are not available, but it was possible to obtain estimates that are, if anything, slightly lower than the true values. Those estimated suspect ID accuracy scores are shown here in Figure 1A. The results still show a conspicuously strong confidence–accuracy relationship in that low-confidence IDs are much less accurate than high-confidence IDs in both conditions. Moreover, the accuracy of high-confidence suspect IDs is 98.5% correct in the 1-h condition and 98.2% in the 1-week condition. Thus, there is nothing in these data to suggest that the confidence–accuracy relationship weakened appreciably as a function of the retention interval or that participants who made high-confidence IDs were overconfident in either retention interval condition. Instead, witnesses who made high-confidence IDs were, if anything, underconfident.

As noted by Sauer et al. (2010), there are several reasons to be cautious about interpreting these results. First, the target-present

\(^4\) Because Eq. (7) does not consist of only raw frequency counts (instead, one value in the denominator is divided by lineup size), computing standard errors for suspect ID accuracy scores in not straightforward. In the appendix, we describe one way to compute these standard errors using a simple Monte Carlo simulation.
base rate was .75 in this study, so random-chance suspect ID accuracy would be 75% correct. As the base rate increases above .50, suspect ID accuracy scores (and calibration scores) increase. Second, the effect of the retention interval manipulation was weak (overall accuracy was reported to be 69% correct in the 1-hour condition and 64% correct in the 1-week condition). Third, an atypical 2-step confidence procedure was used. In addition to those considerations, the values shown in Figure 1A are only approximate because they are based on calibration accuracy scores that were estimated from a figure and converted to suspect ID accuracy scores after making simplifying assumptions (see Appendix). Still, as shown next, the surprising results reported by Justlin et al. (1996) are fairly typical of what has since been observed in other studies.

Sauer et al. (2010)

Sauer et al. (2010) exposed eyewitnesses in a community setting to a target individual for 10 s and then tested them either immediately or after an average delay of 3 weeks using 8-person simultaneous photo lineups. The retention interval manipulation was successful in that overall accuracy was lower following the longer retention interval condition. For example, the overall hit rate in each condition can be computed using the formula $nSID_{TP}/N_{TP}$, where $N_{TP}$ is the number of target-present lineups, and the overall false alarm rate can be computed using the formula $nSID_{TA}/N_{TA}$, where $N_{TA}$ is the number of target-absent lineups. The hit and false alarm rates in the short retention interval condition were .73 and .04, respectively, and the corresponding values for the long retention interval condition were .60 and .05, respectively. If these values are used to compute standard $d'$ scores (Mickes, Moreland, Clark, & Wixted, 2014), they come to 2.35 and 1.88, respectively.

Applying the calibration formula used by the APA in its amicus brief to the data reported by Sauer et al. (2010, Table 1), which counts as errors fillers IDs from both target-present and target-absent lineups (Eq. (2)), IDs in the immediate condition made with 0–20% confidence were 33.3% correct, whereas IDs made with 90–100% confidence were 80.4% correct. IDs in the delayed condition made with 0–20% confidence were 6.7% correct, whereas IDs made with 90–100% confidence were 74.5% correct. Thus, in both conditions, there was a meaningful relationship between confidence and accuracy, but highly confident witnesses were, according to this calibration measure, clearly overconfident – somewhat more so in the delayed condition compared to the immediate condition. The results were similar if only filler IDs from target-absent lineups were counted (Eq. (3)), which is how Sauer et al. (2010) reported the calibration results for choosers. In that analysis, high-confidence IDs in the immediate condition were 83.3% correct, whereas high-confidence IDs in the delayed condition were 79.2% correct, which means that the witnesses in that experiment could still be reasonably characterized as being overconfident.

Figure 1B replots their data in terms of suspect ID accuracy (Eq. (7)). These values did not have to be estimated and were instead computed directly from the numbers presented in Table 1 of Sauer et al. (2001). The story is similar to the calibration-based story in the sense that confidence is a strong indicator of accuracy in both conditions, but it differs quite dramatically in what the data suggest about the accuracy of high-confidence suspect IDs. High-confidence suspect ID accuracy in the short retention interval condition was 97.6% correct, and high-confidence suspect ID accuracy in the long retention interval condition was 96.8% correct. At lower levels of confidence, suspect ID accuracy increasingly differs for the two conditions (lower accuracy for the longer retention interval condition), but the difference observed at the high end of the scale in this study was very small. Again, what makes this an important result is that calibration studies are routinely interpreted to mean that highly confident witnesses are overconfident (Sauer et al., 2008) and that problem is widely thought to become even worse as the retention interval increases. However, in terms of suspect ID accuracy in this study, no such effects were observed.

Palmer et al. (2013)

In Experiment 1 of Palmer et al. (2013), community participants viewed a target individual for 5 or 90 seconds and then completed an identification test involving an 8-person photo lineup either immediately or following a 1-week retention
interval. The overall hit and false alarm rates in the short retention interval condition were .60 and .05, respectively, and the corresponding values for the long retention interval condition were .51 and .05, respectively. If these values are used to compute standard $d'$ scores (Mickes et al., 2014), they come to 1.90 and 1.62, respectively.

Using the calibration formula favored by the APA in its amicus brief (Eq. (2)), IDs in the immediate condition made with 0–20% confidence were 23.1% correct, whereas IDs made with 90–100% confidence were 76.6% correct. The corresponding values in the delayed condition were 26.7% correct and 74.2% correct, respectively. In other words, there was a strong confidence–accuracy relationship in both conditions, and participants who made high-confidence IDs were again clearly overconfident. The results were similar if only filler IDs from target-absent lineups were counted as errors (Eq. (3)), which is how Palmer et al. (2013) reported their calibration results for choosers. In that analysis, high-confidence IDs in the immediate condition were 86.0% correct, whereas high-confidence IDs in the delayed condition were 81.7% correct. Again, no matter which formula is used, and as noted by Palmer et al., the results suggest that highly confident witnesses could be reasonably said to be overconfident, perhaps somewhat more so in the delayed condition than the immediate condition.

Figure 1C presents the Palmer et al. (2013) results with the data now plotted in terms of suspect ID accuracy (using Eq. (7)). These values were computed directly from the data presented in their Table 1. The results indicate that suspect ID accuracy was fairly high across the board and that high-confidence suspect ID accuracy is nearly perfect in both retention interval conditions. In the immediate conditions, high-confidence suspect ID accuracy was 98.0% correct; in the delayed condition, it was 97.3% correct.

Read et al. (1998)

The studies discussed above involved retention intervals ranging up to a few weeks, but retention intervals encountered in the real world can be much longer than that. In Experiment 3 of Read et al. (1998), they used retention intervals ranging up to 9 months. In that study, retail store clerks in Victoria, B.C., were recruited to participate in a study investigating their memory for customers. Initially, a female confederate interviewed each clerk/witness at work for approximately 10 min. Two weeks later, a male confederate visited each clerk/witness’ store to conduct another interview and to administer an 8-person photo lineup. The female confederate who had conducted the interview 2 weeks earlier was the target. The data from that test are not analyzed here. Memory for the male confederate was later tested using 8-person photo lineups following a 3-, 6-, or 9-month retention interval, and these are the conditions we focus on. The clerks were tested using either a target-present or a target-absent lineup, and confidence was assessed using a 5-point confidence scale. Table 1 presents the overall hit and false alarm rates (collapsed across confidence) for each retention interval and the corresponding $d'$ values. Figure 2 presents the $d'$ data as a function of retention interval along with the best-fitting power function (Wixted & Ebbesen, 1991). The data appear to be consistent with a typical forgetting curve.

Table 2 shows the number of suspect IDs, filler IDs and no IDs made from 60 target-present lineups as well as the estimated number of suspect IDs, and the observed number of filler IDs and no IDs made from 62 target-absent lineups across the three retention interval conditions, with each set of data broken down by confidence (1 through 5). We present the raw data here because they have not been presented before and because they can be used to illustrate exactly how suspect ID accuracy was computed. The estimated suspect IDs for target-absent lineups in Table 2 were obtained by dividing IDs made from target-absent lineups by the lineup size of 8. Note that some of the cells involved very few observations, so the data are quite variable. Table 3 shows the corresponding suspect ID accuracy scores computed using Eq. (7).

![Figure 2](image-url)

**Figure 2.** Forgetting function over a 9-month retention interval for the store clerk study reported by Read et al. (1998). The smooth curve represents the least squares fit of the power function, $d' = at^{-b}$, where $t$ = retention interval, and $a$ and $b$ are free parameters. Error bars are standard errors estimated via Monte Carlo simulation (see Appendix).

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Confidence</th>
<th>Target present Retention interval</th>
<th>Target absent Retention interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Suspect IDs</td>
<td>5</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Filler IDs</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>No IDs</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*Note:* Suspect IDs for Target Absent lineups are estimated values obtained by dividing Filler IDs for Target Absent lineups by lineup size (8).
Given the small number of observations in some cells, we collapsed the data in two ways for the final confidence—accuracy analysis. First, because $d'$ was very similar at the 6- and 9-month retention intervals, we combined the data over the two longer retention interval conditions. The $d'$ score for the 3-month retention interval condition ($d' = 2.55, SE = 0.350$) was significantly greater than the corresponding score for the combined 6–9-month retention interval condition ($d' = 1.71, SE = 0.231$). Second, because suspect IDs made with confidence ratings of 1 through 4 were less frequent than suspect IDs confidence made with confidence ratings of 5, we collapsed the confidence scale into a 2-point scale consisting of low confidence (1–4) vs. high confidence (5). When combined in this manner, it was possible to compute standard errors for resulting suspect ID accuracy scores (as described in Appendix). The suspect ID accuracy data are shown in Figure 1D. Remarkably, high-confidence IDs were nearly perfectly accurate at each retention interval despite the fact that overall accuracy declined with retention interval (Figure 2). Obviously, high confidence implied high accuracy (nearly 100% correct across retention interval conditions, as in the studies considered above) and low confidence implied much lower accuracy.

### Discussion

In the eyewitness identification studies considered here, we found that for both short and long retention intervals (1) confidence in a suspect ID from a photo lineup was strongly related to accuracy (as recent calibration studies have suggested) and (2) high-confidence suspect IDs were remarkably accurate (contrary to what recent calibration studies seem to suggest). In each of the four studies considered here, high-confidence IDs remained very accurate despite the unsurprising fact that overall recognition accuracy declined as the length of the retention interval increased. These findings underscore the important fact that a decline in overall memory accuracy (e.g., a decline in $d'$) does not automatically imply that an ID made with high confidence also becomes appreciably less reliable.

What is new about these findings and why are the results important? The consensus view in the field is that witnesses who make a high-confidence ID from a lineup, although more accurate than witnesses who make a low-confidence ID, are nevertheless overconfident (i.e., their IDs are more error prone than their confidence would suggest). As noted earlier, in a recent amicus brief, the APA used a calibration study to make the case that high-confidence IDs (made with 90% to 100% confidence) are only 60% correct. Thus, our new message is that, in terms of suspect ID accuracy, the evidence suggests that this is not true. Instead, the available evidence suggests that high-confidence suspect ID accuracy exceeds 95% correct whether the retention interval is short or long. These new findings are important because it seems likely that eyewitness IDs made from a lineup with high confidence are the cases that are most likely to be investigated by the police and/or referred for prosecution. It is therefore important to know if the relevant research has established that such IDs are untrustworthy even under pristine testing conditions. Until now, the consensus view has been that, indeed, IDs made with high confidence are considerably more error prone than suggested by the expressed level of confidence, even under good conditions. As it turns out, the data suggest the opposite.

A natural question to ask is whether these findings would apply in the real world if lineups were administered in the same fashion as they typically are in the laboratory (e.g., fair lineups, immediate confidence ratings, and no administrator influence). In fact, the results of a recent police department field study in which eyewitness confidence was assessed under those conditions yielded suspect ID accuracy estimates that are very similar to those reported here, including the high accuracy associated with high-confidence suspect IDs (Wixted, Mickes, Dunn, Clark, & Wells, 2016). The data in this field study were not broken down by retention interval because that information was not available, but the fact that high-confidence accuracy was estimated to be very high (~97% correct) suggests that accuracy is high across the range of retention intervals encountered during actual police investigations over the course of a year. The reanalyses presented here suggest that there is no reason to expect that it would be otherwise because high-confidence suspect IDs remained accurate even when the retention interval was as long as 6–9 months.

The $d'$ scores in the studies reanalyzed here were generally fairly high (greater than 1.6 in all conditions in which it could be computed). Thus, we still do not know what the confidence accuracy relationship would be if the retention interval were long enough that performance dropped to much lower levels. However, the $d'$ scores estimated by fitting a signal-detection model to the police department field data were in the same approximate range as the $d'$ scores observed here (Wixted et al., 2016). Thus, based on the available evidence, it seems reasonable to suppose that the findings reported here may be generally applicable.

### Expert Opinion

In a survey of eyewitness identification experts, Kassin, Tubb, Hosch, and Memon (2001) found that 90% of the respondents agreed with the following statement: “An eyewitness’s confidence is not a good predictor of his or her identification accuracy.” The point is often made that expert opinion in this regard contrasts with lay opinion, according to which confidence is a good predictor of identification accuracy, and that this difference in opinion is one reason why eyewitness experts should be allowed to testify in cases involving eyewitness
identification. Our findings suggest that even after a long retention interval, lay opinion may actually be closer to the truth, at least for an initial ID made from a fair lineup. Then again, lay opinion may be changing. Desmarais and Read (2011) found that, according to surveys conducted from the late 1970s through the early 2000s, lay opinion has come closer to expert opinion over time. In the late 1970s and early 1980s, only 30% of the lay public endorsed the statement from Kassin et al. (2001) about the weak confidence-accuracy relationship. By the early 2000s, 56% endorsed that proposition. Thus, it seems that the lay public is slowly becoming more pessimistic about the relationship between eyewitness confidence and accuracy as the experts appear to be.

Is confidence a good predictor of accuracy? Actually, the question is not well formed because the answer depends on whether the question is being asked about confidence measured in an initial and unbiased test of memory or confidence assessed under other conditions (e.g., the ID that occurs in a court of law). On an initial test of memory, and assuming good testing conditions (e.g., fair lineup, no administrator influence, immediate confidence ratings, etc.), our analyses indicate that confidence is a remarkably good predictor of accuracy even after a retention interval as long as 6- to 9-months. Moreover, high-confidence suspect IDs appear to be highly reliable. On any subsequent test of memory, however, that strong relationship may break down, and high-confidence IDs may become less reliable. For example, it is well known that eyewitness memory can be contaminated by the very act of testing memory (e.g. Brewer & Wells, 2006; Sporer et al. (1995)). In addition, it is well known that feedback from police can inflate confidence for later IDs of the suspect (e.g., Luus & Wells, 1994; Wells & Bradfield, 1998). Furthermore, numerous studies demonstrate the general increase in the confidence held by an eyewitness over time, from witnessing the event to trial, as a function of a range of other social and cognitive variables and events (e.g., Leippe & Eisenstadt, 2007; Shaw, McClure, & Dykstra, 2007). These considerations suggest that future surveys should break the confidence-accuracy survey item into two parts, one that asks about an initial test of memory and the other that asks about a later test of memory in which the eyewitness is again asked to identify the same individual. We would disagree with the Kassin, Tubb, Hosch and Memon (2001) survey item as applied to an initial test of memory from an unbiased lineup but agree with it as apply to any later test of memory (including, and perhaps especially, the one that occurs in a court of law).

Theoretical Considerations

Our findings are inconsistent with the optimality hypothesis, according to which confidence is a less reliable indicator of accuracy under poor memory conditions (Bothwell et al., 1987; Deffenbacher, 1980). Yet, high-confidence accuracy remained extremely reliable even as memory conditions deteriorated, so much so that high-confidence suspect ID accuracy was close to 100% correct whether the retention interval was as short as 1 week or as long as 9 months. In addition, the difference between low-confidence and high-confidence IDs was, if anything, greater following a long retention interval. How is it that the participants in the retention interval studies we reviewed were able to maintain such a high level of high-confidence accuracy even as overall performance diminished? Mickes, Hwe, Wais, and Wixted (2011) argued that this question is related to an even more fundamental question: How is it that participants – with no training whatsoever by the experimenter – are able to effectively use a confidence scale in the first place? The basic idea proposed by Mickes et al. (2011) is that our everyday experiences teach us to become experts in expressing the appropriate level of confidence in a face recognition decision (see Lindsay, Read, & Sharma, 1998, and Lindsay, Nilsen, & Read, 2000, for related ideas). More specifically, the learning process that may account for our apparent expertise in expressing appropriate levels of confidence theoretically involves differential error feedback. Young children, for example, might have a tendency to inappropriately express high confidence across the board, but if they do, they will soon find out from others that their expressions of high confidence are often in error. Such training may eventually teach them to make effective use of their own internal sense of memory strength (reserving expressions of high confidence for cases in which the memory match signal is strong). In a similar vein, Skinner (1953) once made the following argument: “Strangely enough, it is the community which teaches the individual to ‘know himself’” (p. 261). Skinner argued that certain aspects of mental life remain undifferentiated in the absence of explicit discrimination training. To illustrate this point, he used the example of color: “Anyone who has suddenly been required to make fine color discriminations will usually agree that he now ‘sees’ colors which he had not previously ‘seen’” (p. 260). It may be the same way with the subjective sense of memory strength. Through discrimination training involving differential error feedback, people may learn to accurately gauge the strength of their own memory match signals such that the relationship between confidence and accuracy becomes quite strong.

According to this way of thinking, the lack of an effect of a long retention interval on the accuracy of high-confidence identifications makes sense. If people learn to accurately express high confidence in a recognition decision only when their internal memory match signal is strong, and if a long retention interval weakens that signal, on average, then one would expect to find fewer expressions of high confidence as the retention interval increases. However, one would not expect to find that participants suddenly ignore their training history and start expressing high confidence despite the fact that the memory match signal is weak. Instead, one would expect to find that only those few participants who still experience a strong memory match signal despite the long retention interval will express high confidence. Those high-confidence IDs should remain accurate, and the data suggest that they do.

These considerations may also help to explain why it is relatively easy to contaminate memory following the first ID. The internal memory cues that ordinary serve us well in the course of everyday life (including on an initial lineup memory test, whether the retention interval is short or long) can sometimes be affected in ways that are not readily apparent to the witness (Dunlosky & Theide, 2013; Koriat, 2012; Leippe & Eisenstadt,
Policy Implications

The policy implications that flow from our findings would seem to be straightforward. In agreement with recommendations that have been made for years, an initial statement of confidence made by the eyewitness as to his or her positive identification of a lineup member should always be recorded. One rationale for this recommendation in the past has been that it provides a way to track any inflation of confidence that might occur (Wells et al., 1998), but an arguably more important rationale is that eyewitness confidence on an unbiased initial test appears to be a highly reliable indicator of accuracy (Brewer & Palmer, 2010).

Although the most surprising finding from our reanalysis of prior findings is that high-confidence suspect IDs made from a lineup were highly reliable even after a 9-month retention interval, another important finding is that low-confidence IDs were much less reliable. It seems particularly important that the judicial system not overlook this fact. Most of the DNA exoneration cases involved eyewitness IDs that were made with low confidence during the initial memory test even though they were ultimately made with high confidence in court. Garrett (2011) analyzed trial materials for 161 DNA exonerees who had been misidentified by an eyewitness with high confidence in a court of law. He found that “...of these trial transcripts (92 of 161 cases), the witnesses reported that they had not been certain at the time of their earlier identifications” (p. 49, emphasis in original). Information about the level of eyewitness confidence at the time of the initial ID for the remaining 43% of the cases was not available. Thus, the true percentage of cases involving an initial ID made with low confidence may be considerably higher than 57%. If it were understood that (1) only the initial memory test is relevant and (2) confidence expressed on an unbiased initial memory test is a highly reliable indicator of accuracy, many of the DNA exonerees may not have been convicted in the first place (Wixted et al., 2015).
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Appendix.

Estimating suspect ID Accuracy from a Calibration Score

Justlin et al. (1996) did not present their data in sufficient detail to directly calculate suspect ID accuracy, so we computed an estimate from the calibration data in their Figure 4. WebPlotDigitizer (http://arohatgi.info/WebPlotDigitizer/) was first used to estimate $C_c$ for each level of confidence. We then converted those scores, which included filler IDs, to scores that included only suspect IDs. Although Justlin et al. (1996) included target-present filler IDs as errors, we made the simplifying assumption that the reported scores excluded them and that the typical calibration formula shown in Eq. (3) was used. Using this equation, the conversion from $C_c$ to suspect ID accuracy, $p(\text{TP}|\text{SID}_c)$, is straightforward. Eq. (3) is:

\[
C_c = \frac{n \text{SID}_{\text{TP}-c}}{n \text{SID}_{\text{TP}-c} + n \text{SID}_{\text{TA}-c}}
\]

To convert $C_c$ to suspect ID accuracy, we use the formula:

\[
p(\text{TP}|\text{SID}_c) = \frac{C_c}{C_c + (1 - C_c)/n}
\]

As an example, imagine there were 80 correct high-confidence suspect IDs from target present lineups and 80 high-confidence incorrect IDs from target-absent lineups. According to Eq. (3), $C_c$ would equal 80/(80 + 80) = .5, but the number we want, according to Eq. (7), is 80/(80 + 80/8) = 1/(1 + 1/8) = .89. However, all we have is the reported calibration accuracy score of .50 (estimated from a figure), which, using the above formula, is converted into a suspect ID accuracy score by computing .50/[.50 + (1 − .50)/8)], which reduces to 1/(1 + 1/8) = .89. The true suspect ID accuracy score would be slightly higher because the calibration scores used in this conversion formula are slightly lower than they would be had filler IDs been excluded from the calculation of $C_c$, as they usually are. However, the inclusion or exclusion of target-present filler IDs usually has only a small effect, so the estimated suspect ID accuracy scores are probably not far below the true scores.

Estimating Standard Errors for Suspect ID Accuracy Scores

The standard errors associated with suspect ID accuracy scores obtained using Eq. (7) cannot be directly computed. For example, the standard error equation for binomial probabilities will not work because one term in Eq. (7) is not a frequency count but is instead a frequency count divided by lineup size. The standard errors for suspect ID accuracy scores were therefore estimated using a 10,000-trial bootstrap procedure. On each trial, the observed data from target-present lineups were randomly sampled with replacement to obtain a bootstrap sample of suspect IDs for that trial. For example, if for the observed TP data there were 150 high-confidence suspect IDs out of 500 lineups, the observed high-confidence suspect ID hit rate = 150/500 = .30. Thus, on each bootstrap trial, a high-confidence suspect ID was registered with probability .30 for each of 500 lineups (i.e., a high-confidence suspect ID would be registered approximately every third lineup, on average). The first bootstrap trial might yield 157 suspect IDs, the next bootstrap trial might yield 141 suspect IDs, and so on. Similarly, on each bootstrap trial, the observed data from target-absent lineups were randomly sampled with replacement to obtain a bootstrap sample of filler IDs for that trial. For example, if for the observed
Table A1

<table>
<thead>
<tr>
<th>Type of ID</th>
<th>Confidence</th>
<th>0–20</th>
<th>30–40</th>
<th>50–60</th>
<th>70–80</th>
<th>90–100</th>
</tr>
</thead>
<tbody>
<tr>
<td>nSIDTp</td>
<td>5</td>
<td>11</td>
<td>32</td>
<td>43</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>nFIDTp</td>
<td>6</td>
<td>6</td>
<td>25</td>
<td>18</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>nFIDTA</td>
<td>8</td>
<td>17</td>
<td>32</td>
<td>26</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>nSIDTA / nFIDTA</td>
<td>1</td>
<td>2,125</td>
<td>4</td>
<td>3,25</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Accuracy score**

Calibration (Eq. (2)) 0.263 0.324 0.360 0.494 0.600
Calibration (Eq. (3)) 0.385 0.393 0.500 0.623 0.789
Suspect ID Accuracy (Eq. (7)) 0.833 0.838 0.889 0.930 0.968

There were 100 high-confidence filler IDs out of 500 lineups, the observed high-confidence filler ID rate = 100/500 = .20. Thus, on each bootstrap trial, a high-confidence filler ID was registered with probability .20 for each of 500 lineups (i.e., approximately every fifth lineup yielded a high-confidence filler ID). The first bootstrap trial might yield 94 filler IDs, the next bootstrap trial might yield 101 filler IDs, and so on. After obtaining a bootstrap sample of suspect IDs and filler IDs on a given bootstrap trial, a suspect ID accuracy score was computed in exactly the same manner it was computed for the observed data using Eq. (7). Thus, for example, if there were 157 suspect IDs and 94 filler IDs on the first bootstrap trial, then suspect ID accuracy for the first bootstrap trial = 157/(157 + 94/8) = .930. Note that the bootstrap sample of 94 filler IDs was divided by lineup size (8) to estimate innocent suspect IDs from target-absent lineups. Similarly, if there were 141 suspect IDs and 101 filler IDs on the second bootstrap trial, then suspect ID accuracy for the second bootstrap trial = 141/(141 + 101/8) = .918. This process was repeated for 10,000 bootstrap trials, and the standard deviation of the 10,000 bootstrap suspect ID scores provided the estimated standard error.

The same basic approach was used to estimate the error bars in Figure 2 except that instead of computing suspect ID accuracy on each trial, we collapsed across confidence and computed the overall hit rate, false alarm rate (target-absent filler IDs divided by lineup size) and d'. The standard deviation of the d' score across 10,000 bootstrap trials provided the estimated standard error.

**Calibration and Suspect ID Accuracy Scores from Sauer et al. (2008)**

The raw data for choosers in Sauer et al. (2008) were taken from their Table 3 (collapsed across their Thief and Waiter conditions) and are presented in Table A1. The number of suspect IDs from target-present lineups (nSIDTp), filler IDs from target-present lineups (nFIDTp), and filler IDs from target-absent lineups (nFIDTA) were taken directly from the table, and the estimated number of suspect IDs from target-absent lineups (nSIDTA) was computed by dividing filler IDs from target-absent lineups (nFIDTA) by the lineup size of 8 for each level of confidence. With these values in hand, they were simply plugged into Eqs. (2), (3) and (7) to compute the relevant accuracy scores. Eq. (2) was used by the APA in its amicus brief (American Psychological Association, 2014). Using that equation, low-confidence IDs (0–20% confident) were 26.3% correct and high-confidence IDs (90–100% confident) were 60% correct. Eq. (3) is the more commonly used calibration formula, and Eq. (7) provides suspect ID accuracy, which is the measure of interest here.
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