The Reliability of Eyewitness Identifications from Police Lineups
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Laboratory-based mock-crime studies have often been interpreted to mean that (a) eyewitness confidence in an identification made from a lineup is a weak indicator of accuracy and (b) sequential lineups are diagnostically superior to traditional simultaneous lineups. Largely as a result, juries are increasingly encouraged to disregard eyewitness confidence, and up to 30% of law enforcement agencies in the U.S. have adopted the sequential procedure. We conducted a field study of actual eyewitnesses who were assigned to simultaneous or sequential photo lineups in the Houston Police Department over a one-year period. Identifications were made using a 3-point confidence scale, and a signal-detection model was used to analyze and interpret the results. Our findings suggest that (a) confidence in an eyewitness identification from a fair lineup is a highly reliable indicator of accuracy and (b) if there is any difference in diagnostic accuracy between the two lineup formats, it likely favors the simultaneous procedure.

Eyewitness Identification | Confidence and Accuracy | vs. Sequential Lineups

Eyewitnesses to a crime are often called upon by police investigators to identify a suspected perpetrator from a lineup. A traditional police lineup in the U.S. consists of the simultaneous presentation of six people, one of whom is the suspect (who is either guilty or innocent) and five of whom are fillers who resemble the suspect but who are known to be innocent. Live lineups were once the norm, but nowadays "photo lineups" are much more commonly used (1). When presented with a photo lineup, an eyewitness can identify someone – either the suspect (a suspect ID) or one of the fillers (a filler ID) – or can reject the lineup (no ID). A filler ID is a known error that does not imperil the identified individual, but a suspect ID (including a misidentification of an innocent suspect) does. According to the Innocence Project, eyewitness misidentification is the single greatest cause of wrongful convictions in the U.S., having played a role in over 70% of the 330 wrongful convictions that have been overturned by DNA evidence since 1989 (2).

In an effort to reduce eyewitness misidentifications, several reforms based largely on the results of mock-crime studies have been proposed. In a typical mock-crime study, participants become witnesses to a staged crime (e.g., a purse-snatching) and then later attempt to identify the perpetrator from a target-present lineup (containing a photo of the perpetrator) or a target-absent lineup (in which the photo of the perpetrator is replaced by a photo of the "innocent suspect"). The results of mock-crime studies have often been interpreted to mean that (a) eyewitness confidence is an unreliable indicator of accuracy (3,4) and (b) suspect ID accuracy is enhanced – and the risk to innocent suspects is reduced – when the lineup members are presented sequentially (i.e., one at a time) rather than simultaneously (5-7).

In light of such findings, the state of New Jersey recently adopted expanded jury instructions stating that eyewitness confidence is a generally unreliable indicator of accuracy (8). In addition, up to 30% of law enforcement agencies in the U.S. that use photo lineups have switched to using the sequential procedure (1).

The idea that eyewitness memory is generally unreliable has undergone revision in recent years, as has the notion that sequential lineups are diagnostically superior to simultaneous lineups. With regard to the reliability of eyewitness identifications, recent mock-crime studies using a calibration approach have provided strong evidence that confidence in a suspect ID from a photo lineup can be a highly reliable indicator of accuracy (e.g., 9-12). Whether this is true of real eyewitnesses remains unknown and is the first focus of our new police department field investigation that we report here. Previous police department field studies of eyewitness confidence are rare. Those that have been performed found that confident eyewitnesses were more accurate than less confident eyewitnesses (13, 14). However, the investigating officer who administered the lineup knew who the suspect was, raising the possibility that this effect merely reflected administration style.

With regard to lineup format (simultaneous vs. sequential lineups), recent mock-crime studies using receiver operating characteristic (ROC) analysis (15-17) have generally found that simultaneous lineups are, if anything, diagnostically superior to sequential lineups (18-21). Similarly, in a recent police department field study comparing the two lineup formats, expert ratings of evidence against identified suspects favored the simultaneous procedure (22). However, a different analysis based on filler ID rates from that same field study was interpreted as supporting the sequential procedure (23). Determining which lineup format is diagnostically superior is the second focus of our investigation.

Significance

In contrast to prior research, recent studies of simulated crimes have reported that (a) eyewitness confidence can be a strong indicator of accuracy and (b) traditional simultaneous lineups may be diagnostically superior to sequential lineups. The significance of our study is that these issues were investigated using actual eyewitnesses to a crime. Recent laboratory trends were confirmed: eyewitness confidence was strongly related to accuracy, and simultaneous lineups were, if anything, diagnostically superior to sequential lineups. These results suggest that recent reforms in the legal system, which were based on the results of older research, may need to be reevaluated.
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Our field study was conducted in the Robbery Division of the Houston Police Department (24). We focus here on a subset of criminal investigations initiated by the department in 2013 that (a) used photo lineups pseudo-randomly assigned to simultaneous (n = 187) or sequential (n = 161) formats, (b) were administered by an investigator who was blind to the identity of the suspect, and (c) involved suspects who were strangers to the eyewitnesses. Eyewitnesses who made suspect IDs or filler IDs from these lineups were asked to supply a confidence rating using a 3-point scale (high, medium, or low confidence). These lineups are of particular interest because they correspond to the “double blind” lineup administration procedure that was recently recommended by a committee of the National Academy of Sciences on eyewitness identification (25). In SI Results, we present a similarly detailed and largely convergent analysis of 194 simultaneous and 175 sequential lineups from a “blinded” condition in which the lineup administrator knew the identity of the suspect but was blind to the position of the suspect in the lineup. In analyzing the results, we not only report empirical trends but also offer a novel theoretical interpretation of the data by drawing upon standard models of recognition memory.

Results

Lineup Fairness. Lineup fairness was examined for a random sample of 30 photo lineups from the blind condition (15 simultaneous and 15 sequential). This analysis assessed the degree to which the suspect stood out by providing the selected photo lineups to 49 mock witnesses and asking them to try to identify the suspect based only on the suspect’s physical description. In a fair, 6-person lineup, the suspect should be identified by a mock witness only 1/6 (.17) of the time. The mean proportion of suspect IDs made by the mock witnesses (.18) did not differ significantly from the expected value for a fair lineup, t(29) = 0.76.

Confidence in Suspect IDs and Filler IDs. We next analyzed eyewitness identifications collapsed across lineup format (i.e., simultaneous and sequential data combined). Suspect IDs, filler IDs and no IDs (Fig. 1A) occurred with approximately equal frequency. The relatively high frequency of filler IDs (which are IDs of known innocents) could be interpreted to mean that eyewitness memory is unreliable (7), but it is important to keep in mind that there are five times as many fillers as suspects in a lineup. Moreover, most filler IDs were made with low confidence, whereas most suspect IDs were made with high confidence (Fig. 1B). In other words, the proportion of IDs that were suspect IDs increased markedly with confidence (Fig. 1C). This pattern of results immediately suggests a strong relationship between confidence and accuracy.

Corroborating Evidence. For each lineup, the investigating officer indicated whether or not there was independent corroborating evidence of suspect guilt. The proportion of lineups associated with such evidence was higher for lineups involving suspect IDs (97 out of 114) than lineups involving no IDs (67 out of 130), χ²(1) = 31.02, p < .0001, suggesting that suspects identified by an eyewitness were more likely to be guilty than suspects who were not identified by an eyewitness. In addition, for the suspect IDs, the proportion of cases with corroborating evidence of guilt increased as confidence in the ID increased (Fig. 1D). The existence of corroborating evidence was a subjective interpretation made by the investigating officer. However, the results were virtually unchanged when a 5-member research team reviewed and recoded the existence of corroborating evidence in a few instances where a majority of the team members disagreed with what the investigating officer counted as independent evidence (see SI Results; Recoded Corroborating Evidence).

Although the data in Fig. 1C imply that suspect ID accuracy increased with confidence, the dependent measure in the analysis, namely, suspect IDs / (suspect IDs + filler IDs), includes all sus-
Fig. 3. (A) Frequency counts of eyewitness decision outcomes for 456 target-present (TP) and 452 target-absent (TA) simultaneous lineups from an experimentally-controlled field study (11). The TA lineups did not have a designated "innocent suspect." Therefore, following standard practice, an estimate (~) of the frequency of innocent suspect IDs from TA lineups was obtained by dividing all incorrect TA IDs (n = 187) by the lineup size of 8, with the remainder of incorrect IDs providing an estimate of the frequency of filler IDs. (B) Eyewitness decision outcomes in A summed (i.e., collapsed) across TP and TA lineups. (C) Frequency of Suspect IDs (SIDs) and Filler IDs (FIDs) in B as a function of confidence (low, medium or high). For this plot, the 100-point confidence scale was reduced to a 3-point scale (90-100 = High, 70-80 = Medium, and 0-60 = Low). (D) Predicted frequency of Suspect IDs, Filler IDs and No IDs based on a fit of the signal-detection model (Fig. 2) to the data in C. The fit was very good, $\chi^2(2) = 2.68$. (E) The observed proportion of IDs in C that were suspect IDs (black symbols) increased dramatically with confidence, as did the predicted values (small gray symbols) computed from the predicted values in D. (F) The proportion of suspect IDs in C that were guilty suspect IDs (black symbols) also increased dramatically with confidence, an effect that was accurately predicted by the signal-detection model (small gray symbols) despite its having been fit to data collapsed across TP and TA lineups.

Fig. 4. (A) Signal-detection estimates of the posterior probability of guilt associated with suspects identified from lineups in the Houston field study for three different hypothetical base rates (BR). The estimates are averaged across simultaneous and sequential lineups. The dashed line shows the estimates from the high-threshold model assuming a 50% base rate. (B) Model-based estimate of the posterior probability of guilt associated with suspects identified from lineups in the Houston field study assuming an equal-variance signal-detection model (as suggested by fits to the experimentally-controlled field data) and including "target-present base rate" as a free parameter (estimated to be .35).
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present lineup is equal to the probability that a witness recognizes the perpetrator, $p$, plus the probability that a witness who does not recognize the perpetrator makes a lucky guess, $(1-p) \times g^*(5/6)$. Multiplying this probability by the number of target-present lineups, $n_{TP}$, yields the predicted number of suspect IDs from target present lineups, $n_{STP}$:

$$n_{STP} = n_{TP} \times [(1-p) \times g^* \times (5/6)] \ [\text{Equation 1}]$$

The probability of a filler ID from a target-present lineup is equal to the probability that a witness who does not recognize the perpetrator makes a guess that lands on a filler, $(1-p) \times g^* \times (5/6)$. Thus, the number of filler IDs from target-present lineups, $n_{FTP}$, is:

$$n_{FTP} = n_{TP} \times [(1-p) \times g^* \times (5/6)] \ [\text{Equation 2}]$$

For witnesses presented with target-absent lineups, the state of recognition theoretically does not occur because the guilty suspect is not there, so innocent suspect IDs and filler IDs are only made by witnesses who make a random guess. As indicated above, a random guess occurs with probability $g$. Thus, the probability of an incorrect (i.e., innocent) suspect ID from a fair target-absent lineup is $g^* \times (1/6)$, and the probability of a filler ID from a fair target-absent lineup is $g^* \times (5/6)$. Multiplying these probabilities by the number of target-absent lineups, $n_{TA}$, yields the predicted number of suspect IDs and filler IDs from target-absent lineups:

$$n_{STA} = n_{TA} \times [g^* \times (1/6)] \ [\text{Equation 3}]$$

$$n_{FTA} = n_{TA} \times [g^* \times (5/6)] \ [\text{Equation 4}]$$

These equations underscore the important fact that, for fair lineups, incorrect suspect IDs should be relatively rare compared to incorrect filler IDs.

In a study of real police lineups, the information that is known consists of the number of lineups administered, $N$, the number of suspects, $S$, the number of filler IDs, $F$, and the number of no IDs. In terms of the model, $S$ is equal to sum of suspect IDs from target-present and target-absent lineups (Equation 1 + Equation 3) and $F$ is equal to sum of filler IDs from target-present and target-absent lineups (Equation 2 + Equation 4):

$$S = n_{TP} \times [(1-p) \times g^* \times (1/6)] + n_{TA} \times [g^* \times (1/6)]$$

$$F = n_{TP} \times [(1-p) \times g^* \times (5/6)] + n_{TA} \times [g^* \times (5/6)]$$

If for the sake of simplicity we assume equal base rates such that $n_{TP} = n_{TA} = n$, where $n = N/2$, then we can algebraically solve for $g$ and $p$ ($SI$ results: High-threshold model) which yields:

$$g = (6 \times F) / (10 \times n - 5 \times S + F) \ [\text{Equation 5}]$$

$$p = (5 \times S - F) / (5 \times n) \ [\text{Equation 6}]$$

Note that, using Equations 5 and 6, $p$ and $g$ can be directly computed from the data because they are both a function of known values ($S$, $F$, and $n$). With $p$ and $g$ in hand, Equations 1 and 3 can now be used to estimate $n_{STP}$ and $n_{STA}$, which can then be used to compute suspect ID accuracy, $S_{acc}$:

$$S_{acc} = n_{STP} / (n_{STP} + n_{STA}) \ [\text{Equation 7}]$$

$S_{acc}$ is the measure of interest. As an example, there were 348 blind lineups ($N = 348$). Therefore, assuming equal base rates, $n = N/2 = 174$. There were 114 suspect IDs ($S = 114$) and 104 filler IDs ($F = 104$). According to Equations 5 and 6, $g = .49$ and $p = .54$. Using these parameters, Equations 1 and 3 indicate that $n_{STP} = 99.8$ and $n_{STA} = 14.2$, so overall suspect ID accuracy (Equation 7) comes to 99.8 / (99.8 + 14.2) = .88 (i.e., 88% correct).

A similar high-threshold model can be used to predict suspect ID accuracy separately for each level of confidence by following the same computational steps as before, but this time using the number of suspect IDs and filler IDs made with a specific level of confidence in place of the overall $S$ and $F$ values. Although the computational steps are exactly the same, the implied underlying model now involves additional parameters that allow for different levels of confidence to be expressed when the witness is in the detect state or in the guessing state (see $SI$ Results: High-threshold model). This version of the model has as many parameters as there are degrees of freedom in the data, so it cannot be independently validated (e.g., using a goodness-of-fit test). Nevertheless, the model can still be used to directly estimate suspect ID accuracy separately for each level of confidence using the same computational steps that were used above for overall suspect IDs and filler IDs. When confidence-specific suspect ID and filler ID values are used, the estimated suspect ID accuracy scores come to .97, .87 and .64 for high, medium and low-confidence IDs, respectively. In addition, when this theoretical analysis is performed separately on the data from the blind simultaneous and blind sequential conditions collapsed across confidence, $p$ (the probability of successfully identifying the perpetrator from a target-present lineup) is .62 for simultaneous lineups and .43 for sequential for sequential. The significance of these apparent trends cannot be tested because the model is saturated. We turn now to a more detailed model-based analysis using signal-detection theory. This model has fewer free parameters, so its interpretation of the data can be statistically evaluated. We first fit the model to data from an experimentally-controlled study (as a validation test) and then fit the model to the data from the Houston field study.

Signal-Detection estimates of Suspect ID accuracy. In the context of eyewitness memory, the standard Unequal-Variance Signal-Detection model (Eq. 2, 26-28) specifies how memory strength is distributed across innocent suspects (targets) vs. innocent suspects and fillers (lures). Before applying this model to the Houston field data, we first tested its validity in the context of eyewitness identification by evaluating its performance in relation to data recently collected as part of a large-scale ($n = 908$) investigation into the relationship between confidence and accuracy under naturalistic conditions (similar to a mock-crime study). In this study, the experimenters approached participants in parks and shopping malls and asked them to view a target person (11). Participant memory for the target (the "guilty suspect") was subsequently tested using an 8-person simultaneous photo lineup, with half of the participants being tested with a target-present lineup and the other half with a target-absent lineup. Thus, in this study, it was known whether a suspect ID was correct or incorrect. The observed identification decisions (Fig. 3A) can be collapsed across target-present and target-absent lineups (Fig. 3B), as if this study were a police department field study with unknown lineup type, thereby allowing a comparison to the analogous Houston Police Department field data (Fig. 1A). When the data are broken down by confidence (Fig. 3C), the trends are similar to the trends observed in the Houston field data (Fig. 1B).

How well does the signal-detection model (Eq. 2) characterize the experimentally-controlled field data (Fig. 3C)? Ordinarily, the parameters of the model would be adjusted to minimize the chi-square goodness-of-statistic between the predicted target-present and target-absent data vs. the observed target-present and target-absent data in Fig. 3A (see $SI$ Results: Signal-Detection Model Fits). However, if these data had come from a police department field study, that kind of evaluation would not be possible because it would not be known which lineups contain a guilty suspect (target-present) and which contain an innocent suspect (target-absent). We therefore fit the signal-detection model to the experimentally-controlled field data as if those data had come from a police department field study. For each iteration of the fit, the model (Eq. 2) generated simulated predicted target-present and target-absent data, which were then collapsed across lineup type to yield predicted suspect IDs and filler IDs (for three levels of confidence in each case), plus predicted no IDs for that iteration. The collapsed predicted values were then compared to the collapsed observed values by computing a chi-square goodness-of-fit statistic. The model assumed equal base rates for target-present and target-absent lineups, which is known to be true of these data (11), and the model parameters were adjusted to minimize the predicted vs. observed chi-square statistic, yielding the final predicted values in Fig. 3D. An equal-variance model...
turned out to be adequate (i.e., $\sigma_{\text{TARGET}}$ did not differ significantly from 1, thus $\sigma_{\text{TARGET}} = \sigma_{\text{LOW}}$). When the observed data (Fig. 3C) and predicted data (Fig. 3D) were used to compute the observed and predicted proportion of IDs that were suspect IDs, the two functions were nearly identical (Fig. 3E).

Using the experimentally-controlled field data (11), we can now ask how the observed trend in Fig. 3E based on data collapsed across target-present and target-absent lineups relates to suspect ID accuracy (the measure of primary interest), which, unlike in a police department field study, can be directly computed after disaggregating the target-present and target-absent data. The actual disaggregated suspect ID accuracy data from this study reflect highly reliable eyewitness ID performance (Fig. 3F). Remarkably, the model accurately predicted those data (Fig. 3F) despite having only been fit to the collapsed (real-world-like) data (Fig. 3C).

Having established that the signal detection model can recover suspect ID accuracy from collapsed data, we next fit the model to the Houston Police Department field data (i.e., to the data shown in Fig. 1B), for which it is impossible to separate target-present and target-absent lineups. Initially, we made the assumption that the base rate of guilty suspects (i.e., the proportion of target-present lineups in these real-world data) was 50%. The validity of this assumption is unknown, so we repeated the model-fitting exercise assuming a 25% base rate and, then, a 75% base rate. For all of these fits, we allowed $\sigma_{\text{TARGET}}$ and $\sigma_{\text{LOW}}$ to differ. The model was fit to the simultaneous and sequential data separately and also to the data combined across lineup format (Table S4). Critically, we can use the best-fitting model to estimate the accuracy of suspect IDs in the Houston data, just as we did for the data shown in Fig. 3F. Because the suspect ID accuracy estimates were very similar for the two lineup formats, we present the results of the fit to the data combined across lineup format.

Fig. 4A shows the estimated suspect ID accuracy ($S_{\text{acc}}$) for the Houston field data—that is, it shows estimated values of $n_{TPR} / (n_{TPR} + n_{TAR})$—as a function of confidence for each of the three base rates considered. These data represent the predicted posterior probability of guilt associated with suspect IDs made with low, medium or high confidence. The estimates for high-confidence suspect IDs remain very accurate regardless of the base rate, whereas the estimated accuracy of low-confidence suspect IDs is always lower but varies considerably depending on the base rate of guilty suspects in police lineups.

A Model-Based Estimate of the Target-Present Base Rate. Based on the results of the model fit to the experimentally-controlled field data (11), we next made the assumption that an equal-variance model ($\sigma_{\text{TARGET}} = \sigma_{\text{LOW}}$) also applies to the Houston field data. Removing the unequal-variance parameter made it possible to add a base-rate parameter ($p_{\text{TARGET}}$) to the model to obtain a principled estimate of the real-world base rate of target-present lineups (see SI Results: Signal-Detection Model Fits). Again using the experimentally-controlled field data (11), we first verified that when target-present and target-absent data are combined in varying proportions and then fit with the equal-variance-signal-detection model, the base rate of target-present lineups can be accurately recovered (Fig S1). We then fit the equal-variance model (including the base-rate parameter) to the Houston Police Department field data, and the estimated base rate of target-present lineups came to .35 for both lineup formats. That is, assuming the equal-variance model is correct, 35% of the photo lineups contained a guilty suspect and 65% contained an innocent suspect. At first glance, this relatively low estimate of the proportion of lineups containing a guilty suspect might be regarded as problematic. However, the confidence-accuracy relationship predicted by this best-fitting model (averaged across the predictions made by separate fits to the simultaneous and sequential data) exhibits a strong relationship between the confidence associated with a suspect ID and the accuracy of that ID (Fig. 4B). In other words, high-confidence IDs are accurate despite the low base rate of target-present lineups.

Simultaneous vs. Sequential Lineups. We also analyzed the data separately for simultaneous and sequential lineups (Table S1), focusing first on corroborating evidence of guilt associated with identified suspects. In a previous police department field study conducted in Austin, Texas, expert ratings of corroborating evidence of guilt suggested that innocent suspects were less likely to be identified and guilty suspects were more likely to be identified from simultaneous lineups than sequential lineups (22). Similarly, in the current Houston police department field study, the proportions of suspects identified from simultaneous (SIM) lineups ($n = 68$) and sequential (SEQ) lineups ($n = 46$) rated by the investigating officer as having independent evidence of guilt against them were $SIM = .912$ and $SEQ = .761$, $\chi^2(1) = 4.92, p = .027$. That is, according to this proxy measure of guilt, more of the suspects identified from simultaneous lineups were likely to be guilty—and fewer innocent—than suspects identified from sequential lineups. However, on a post ID questionnaire, the investigating officer noted that some of these witnesses ($n = 65$) reported that they (a) encountered a photo of the suspect before being presented with the photo lineup, (b) were under the influence of alcohol when they witnessed the crime, and/or (c) were not wearing their prescribed glasses during the crime (Table S2). The reported differences on the three questionnaire measures, if they were true and had any effect, would have worked against the sequential procedure. Yet when these 65 witnesses were excluded from the analysis, the proportions of identified suspects from simultaneous lineups ($n = 50$) and sequential lineups ($n = 38$) rated as having independent evidence of guilt against them were virtually unchanged ($SIM = .920$ vs. $SEQ = .789$), $\chi^2(1) = 3.12, p = .077$. Thus, eliminating these 65 eyewitnesses reduced statistical power without having an appreciable effect on the pattern of results.

As indicated earlier, a 5-member research team recoded the presence vs. absence of corroborating evidence based on its judgment of what counted as evidence. When the recoded corroborating evidence data from all of the witnesses were analyzed, the results continued to show a trend favoring the simultaneous procedure, they are consistent with these findings are interpreted as supporting the diagnostic superiority of the simultaneous procedure, to the extent that these findings are interpreted as supporting the diagnostic superiority of the simultaneous procedure, they are consistent with the statistically significant corroborating evidence findings from the recent Austin police department field study (22).

Finally, we fit the equal-variance signal-detection model, with $p_{\text{TARGET}}$ fixed at .35 (free parameters are $\mu_{\text{TARGET}}, c_1, c_2$ and $c_3$), separately to the simultaneous and sequential Houston field data broken down by confidence (Table S1). When the full data set was analyzed, $\mu_{\text{TARGET}}$ was significantly higher for the simultaneous procedure than the sequential procedure ($SIM = 2.87 vs. SEQ = 2.06$), $\chi^2(1) = 4.86, p < .03$. When the reduced data set was analyzed (excluding the 65 witnesses discussed above), the difference in the estimated value of $\mu_{\text{TARGET}}$ still favored the
simultaneous procedure (SIM = 2.67 vs. SEO = 2.13), but the effect was no longer significant, $\chi^2(1) = 2.51, p = .11$. A similar pattern of results held true across a variety of approaches to modeling the data (see SI Results: Signal-Detection Model Fits). Thus, it seems fair to conclude that the signal detection analyses weigh against the notion that sequential lineups are diagnostically superior to simultaneous lineups. To the extent that these findings are interpreted as supporting the simultaneous procedure, they are consistent with recent lab-based ROC analyses (18-21).

Discussion
Our results suggest that, contrary to a widely held view that confidence and accuracy are only weakly related but in agreement with recent experimentally controlled non-crime studies using a calibration approach (9-11), eyewitness confidence appears to be a reliable indicator of accuracy when an identification is made from a police lineup. The strong relationship between confidence and accuracy is indirectly suggested by trends in the raw data (Fig. 1B) and is directly implied by model-based estimates (Fig. 4A). In addition, and again contrary to a widely-held view, the present results reinforce both ROC analyses of lab-based data (18-21) and another police department field study analysis (22) suggesting that sequential lineups are not diagnostically superior to simultaneous lineups and that the reverse is more likely to be true (though, depending on how the data were analyzed here, the simultaneous advantage was not always significant).

Critically, our conclusions apply only to fair lineups initially administered to adults in double-blind fashion, not necessarily to unfair lineups, non-blind lineups, lineups administered to children, or to any ID associated with a subsequent memory test (including the one that occurs much later in a court of law). It is well known that memory is malleable such that by the time a witness testifies at trial or pretrial hearings, an initial low-confidence ID can be transformed into a high-confidence ID (29).

In light of the recent recommendations made by a committee of the National Academy of Sciences on eyewitness identification (30), specifically, that lineups should be administered in double-blind fashion and that initial eyewitness confidence should be recorded (25) – it seems likely that the double-blind approach will be increasingly used by law enforcement agencies and that eyewitness confidence statements will be increasingly available. Under these conditions, our findings suggest that eyewitness confidence is a highly reliable indicator of accuracy and that simultaneous lineups are, if anything, diagnostically superior to sequential lineups.

Methods
A more detailed description of the experimental design/methods is provided in SI Methods.

Participants. The participants were 45 police investigators in the Robbery Division of the Houston Police Department and 717 eyewitnesses who were presented with photo lineups between January 22 and December 5, 2013. Inclusion criteria were that (a) the robbers involved strangers, and (b) the witnesses had not previously viewed a photo spread with the suspect. Informed Consent. The study was approved by Protection of Human Subjects Committee in the Office of Research and Sponsored Programs at Sam Houston State University (protocol #2012-08-202). All of the investigators who participated in the study signed an informed consent document and witnesses were provided with a cover letter that explained risks and their rights. In addition, at the conclusion of the ID procedure, a survey was provided to each witness asking how the photos were shown to them (all at once or one at a time), whether the detective could see which photos they were viewing; whether they picked someone from the photos; etc. If they completed and returned the survey to the detective then they were agreeing to participate in the study.

Procedure. Witnesses were pseudo-randomly assigned to one of four photo lineup conditions: blind simultaneous (N = 161), blind simultaneous (N = 187), blind sequential (N = 175), and blind sequential (N = 194). A list of all mutually exclusive photo choices (one suspect and 5 fillers). For the blind procedure, the eyewitness viewed 6 photos at the same time. For the sequential procedure, the 6 photos were viewed one at a time. In the blind procedure, an investigator with no knowledge of the suspect’s identity administered the lineup. In the blind procedure, the primary investigator conducted the viewing, but was prevented from knowing which photo the witness was viewing. Eyewitnesses who made suspect IDs or filler IDs from these lineups were asked to make a confidence rating using a 5-point scale. For each case, an investigating officer filled out a questionnaire that addressed a variety of issues pertaining to the case (e.g., where was the lineup conducted?, is there independent evidence of suspect guilt?, what was the level of confidence expressed by the eyewitness?, etc.).
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