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SHORTCOMINGS OF THE BEHAVIORAL
COMPETITION THEORY OF CONTRAST:
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McLean (1992) presented significant data showing that the occurrence of behavioral contrast in a
multiple schedule was correlated with shifts in the frequency of reinforcers from a second source
between components of the schedule, and interpreted his results as showing that contrast was due to
changes in the degree of response competition within the constant component of the multiple schedule.
Reanalysis of his data shows that there was an effect of reinforcement in the alternative component
of the schedule independent of the shifts in reinforcers between components. Thus, the effect of relative
rate of reinforcement cannot be ascribed, at least entirely, to the mechanisms proposed by the behavioral
competition theory of contrast.
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Behavioral contrast is said to occur when
the response rate during one component of a
multiple schedule, with a constant rate of re-
inforcement, is inversely related to the rein-
forcement rate in the alternative component of
the schedule. One hypothesis to explain this
effect, first proposed by Hinson and Staddon
(1978) and elaborated by Staddon (1982) and
McLean and White (1983), is behavioral com-
petition theory. Its major tenet is that behavior
during the constant component of the schedule
is not affected directly by reinforcement during
the alternative component; instead, this be-
havior is affected indirectly, in that this rein-
forcement causes reallocation of extraneous re-
inforcers between components. Accordingly,
behavior during a given component of the mul-
tiple schedule is to be understood entirely in
terms of the matching law, in that the response
rate is determined by the proportion of the
total number of reinforcers during the target
component obtained from the constant sched-
ule, where the total number of reinforcers is
the sum of the schedule-produced reinforcers
and the reinforcers from alternative, unmea-
sured behavior. The rate of these reinforcers
from the unmeasured behavior is not constant
but may be reallocated between the compo-
nents of the multiple schedule, depending on
the relative richness of the schedule values in
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each component. When a high rate of sched-
uled reinforcement occurs in the alternative
component, behavior maintained by that high
schedule value competes strongly with the un-
measured behavior, which results in fewer re-
inforcers being obtained by the unmeasured
behavior. The unmeasured behavior then be-
comes more likely during the target component
of the schedule, thus providing greater re-
sponse competition. Conversely, when a low
rate of reinforcement occurs from the schedule
in the alternative component, the unmeasured
behavior occurs at a high rate during the al-
ternative component. This in turn causes the
unmeasured behavior to decrease during the
constant component, producing less competi-
tion with the schedule-maintained behavior
during this component. Thus, response rate
during the constant component is inversely re-
lated to the reinforcement rate from the sched-
ule during the alternative component, but only
because the alternative rate of reinforcement
is directly related to the number of reinforcers
received during the target component from the
unmeasured behavior.
McLean (1992) has recently provided sig-

nificant evidence supporting the behavioral
competition theory of contrast by simulating,
with explicit schedules of reinforcement, the
presumed properties of the reinforcers ob-
tained from the normally unmeasured behav-
iors. During both components of a multiple
schedule, defined by keylights on one response
key (the "main key"), a collection of different
schedules operated for a second, "extra" key,
including several different lean variable-inter-
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val (VI) schedules, a variable-ratio (VR)
schedule, and a signaled VI schedule. McLean
found that the obtained number of reinforcers
from this collection of schedules did indeed
vary between the two components of the mul-
tiple schedule, with the number of extra-key
reinforcers received in the target component
with the constant schedule directly related to
the schedule value on the main key in the
alternative component. The contrast effect with
respect to main-key responding was then in-
terpreted as the result of the increased com-
petition within the constant component from
the reinforcers from the extra key.

Although the reallocation of extra-key re-
inforcers obtained by McLean (1992) is en-
tirely consistent with behavioral competition
theory, these effects do not provide unambig-
uous evidence in favor of the theory because
the direction of causality is uncertain. As noted
by McLean, it remains unclear whether the
contrast effects with respect to the constant
schedule were due to the reallocation of extra-
key reinforcers, or whether the reallocation of
extra-key reinforcers was due to the contrast
effect. His data show only that there is a re-
ciprocal relation between the schedule value
in the alternative component and the number
of reinforcers obtained from the extra key dur-
ing the constant component. The correlation
between the two measures allows no deter-
mination of whether the contrast effect or the
reallocation effect is fundamental. It is also
possible that the dynamics of the two effects
are at least partially independent.
An alternative method for assessing the ad-

equacy of behavioral competition theory, be-
yond the demonstration of reallocation of ex-
tra-key reinforcers, is to determine whether
the rate of reinforcement for main-key re-
sponding during the alternative component of
the schedule makes a contribution to the con-
trast effect independent of the rate of rein-
forcement during the constant component from
the extra key. According to behavioral com-
petition theory, no such effect should occur,
because the entire effect of alternative-com-
ponent reinforcement is mediated by changes
in the distribution between components of ex-
tra-key reinforcers. Thus, any independent ef-
fect of the alternative-component reinforce-
ment would be inconsistent with behavioral
competition theory.
To test this possibility, the data reported by

McLean (1992) were fit by Equation 1, the
model of contrast developed by Williams and
Wixted (1986). In order to increase the degrees
of freedom for purposes of statistical testing
(see below), and because past work with the
model has shown the free parameter, C, to
account for very little of the variance, its value
was set to zero. It is included here only because
because of the conceptual derivation of the
model.

BmC = kRmc/[(Rmc + aRec + bRmv)
+ a + b)] + C. (1)

The model was derived from the general con-
cept that response rate during the constant
component is inversely related to the average
rate of reinforcement in the entire schedule
situation, where the different sources of re-
inforcement in the situation contribute differ-
entially to the average according to different
weights that are empirically determined. For
example, sources of reinforcement concur-
rently present with the target behavior will
presumably have a larger impact than those
in the alternative component of the schedule,
but each separate source of reinforcement
makes its own independent contribution. Thus,
the behavior to the main key during the con-
stant component (Bmc) is a function of its own
reinforcement (Rmc) relative to the weighted
sum of the different sources of reinforcement
in the situation (Rec = the reinforcement from
the extra key during the constant component,
and Rmv = the reinforcement from the main-
key schedule during the varied component). A
separate term was not included for reinforce-
ment from the extra key during the varied
component, because that reinforcement rate
was almost perfectly negatively correlated with
the reinforcement rate from the extra key dur-
ing the constant component, and thus for en-
tirely statistical reasons could not account for
any independent variance. Note that this model,
unlike that of Herrnstein (1970), is not derived
from the matching law, and is not subject to
the criticisms of internal inconsistency elabo-
rated by McLean and White (1983). Instead,
the model is based on the assumption that al-
ternative reinforcers produce an inhibitory ef-
fect on behavior generally, in a manner similar
to that proposed by Catania (1973).
The critical test of behavioral competition
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is whether the weight given to reinforcers from
the main key during the alternative component
is significantly greater than zero. Behavioral
competition theory states that any effect of the
alternative-component reinforcement is en-
tirely mediated by the reinforcers for the extra
key during the constant component, so a sep-
arate term for reinforcers in the alternative
component should be superfluous. Thus,
Equation 1 should provide no better descrip-
tion than Equation 2, in which the term for
main-key reinforcement during the alternative
component is omitted:

Bmc = kRmc/(Rmc + aRec)/(1 + a). (2)
Table 1 provides the best least squares fits

of the two equations for the data from all seven
conditions of McLean's (1992) study for each
of his 4 subjects. The critical observation is the
value of b, which is greater than zero for all
4 subjects, and significantly so for 3 of the 4
subjects (all except S-6). Also evident from
Table 1 is that the variance accounted for by
Equation 1 is substantially greater than the
variance accounted for by Equation 2 for all
subjects, and substantially so for 3 of the 4
subjects (with S-6 again the exception). Given
that Equation 1 contains one more free pa-
rameter than Equation 2, an F test was con-
ducted on the pooled fits of the 4 subjects to
determine if the additional variance accounted
for by the extra parameter was significantly
greater than would be expected by chance. The
result was that the F value was statistically
significant, F(4, 16) = 3.26, p < .05. Thus,
the addition of the b parameter does signifi-
cantly improve the fit of the data, which im-
plies that the effect of the alternative-compo-
nent reinforcement from the main key is not
entirely mediated by the reinforcement from
the extra key during the constant component.

It should be noted that Equation 2 is not
the same quantitative formulation as that pro-
posed by McLean and White (1983) as their
basic equation underlying multiple-schedule
behavior. Thus the difference between Equa-
tions 1 and 2 may not be regarded as a fair
test of the behavioral competition theory. Based
on their assumption that only interactions
within a schedule component are responsible
for different levels of behavior, they proposed
Equation 3. Equation 3 is a variation of the
familiar hyperbolic equation for simple re-
sponse strength proposed by Herrnstein (1970),

Table 1

Parameter values and variance accounted for (VAF) for
the best fits to Equations 1 and 2. Standard errors of the
parameter values are in parentheses.

Param- Pigeon
eter S-5 S-6 S-7 S-8

Equation 1
k 49.8 (1.9) 60.2 (1.8) 72.1 (3.1) 68.3 (0.9)
a 0.70 (0.40) 0.31 (0.11) 0.31 (0.23) 0.18 (0.03)
b 0.29 (0.07) 0.08 (0.05) 0.17 (0.07) 0.11 (0.02)
VAF 93.0 79.9 65.5 95.7

Equation 2
k 56.2 (2.0) 60.9 (1.7) 73.1 (3.4) 70.1 (1.8)
a 4.22 (4.08) 0.42 (0.13) 0.73 (0.43) 0.30 (0.08)
VAF 80.5 73.6 44.0 71.8

in which the term Ro represents the concur-
rently present reinforcers other than those con-
tingent on the target behavior. The only vari-
ation is that two additional free parameters
are added, the exponent a that allows the re-
inforcers to vary in effectiveness and the con-
stant b that allows the effects of the reinforce-
ment for other behavior to be differentially
weighted relative to those contingent on the
target behavior:

B1 = kRla/(Rla + bRoa). (3)
The relation of Equation 3 to Equation 2

is straightforward. With the exception of the
exponents for the reinforcer terms (which are
irrelevant to the present discussion because any
such modification could be included in Equa-
tion 1 as well), the two expressions are equiv-
alent, given that the only relevant source of
other reinforcement is assumed to be that from
the extra key during the constant component
of McLean's (1992) experiment. The term 1
+ a in the denominator of Equation 2 can be
algebraically transferred to the numerator, thus
producing a different value of k. The only
substantive issue is whether the value of Ro in
Equation 3 should be identified with the ob-
tained rate of reinforcement from the extra
key. One might assume that additional sources
of reinforcement exist independent of the
scheduled reinforcers on the extra key, in which
case Ro should include two separate terms. It
is critical to note, however, that the rationale
of McLean's experiment depends on the re-
inforcers from the extra key being functionally
similar to the unmeasured reinforcers. Thus,
unmeasured reinforcers presumably also shift
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between components as a function of the change
in schedule on the main key, in a manner
similar to the reinforcers obtained from the
extra key. This means that the measured re-
inforcers from the extra key should represent
some constant fraction (p) of the total rein-
forcers separate from those produced via the
main key, so that any additional reinforcement
effects from the unmeasured reinforcers should
be captured entirely by a different weight of
the parameter b. That is, if the true value of
R0 is ReC plus the unmeasured reinforcers (Re),
and Ru is some fraction of Rec, the following
must hold:

Ro =Rec + Ru,

Ru =pRec,
Ro= (1 + p)Rem = bRec.

Thus, despite their apparent differences,
Equations 2 and 3 are formally equivalent,
and the difference in the fits of Equations 1
and 2 provides a direct test of the validity of
the basic assumptions of the behavioral com-
petition model.

Other Arguments Against
Behavioral Competition
The preceding analysis shows that contrast

effects cannot be explained entirely in terms
of the idea of reallocation of extraneous re-
inforcers between the constant and varied com-
ponents of the schedule. This does not imply
that there is no effect of the reallocation of
reinforcers from the extra key, in that contrast
effects may result from several different mech-
anisms. However, other considerations suggest
that the general notion of behavior competition
is a poor candidate for an explanation of any
significant amount of the contrast effect. As
noted by McLean (1992), the fact that contrast
in three-component schedules occurs primarily
in the constant component preceding the varied
component (Williams, 1981; Williams &
Wixted, 1986) cannot be explained easily by
behavioral competition theory, at least some
versions of which (Staddon, 1982) predict the
opposite pattern of effects. It is also the case
that behavioral competition theory states that
the size of the contrast effect is constrained by
the rate of reinforcement obtained from extra-
neous reinforcers. Given that the rate of such

reinforcers with pigeons as subjects is typically
very low (e.g, 3 to 10 reinforcers per hour; see
Herrnstein, 1970) whereas the reinforcer rates
from the response-contingent schedule are
much higher, this means that the maximum
size of the contrast effect should be very small.
For example, with a VI-1 min schedule in the
constant component of a multiple schedule,
approximately 60 reinforcers per hour will be
delivered from that schedule. Assuming that
the rate of extraneous rate of reinforcement is
10 reinforcers per hour, this means, according
to the matching law, that the actual rate of
responding controlled by the schedule will be
6/7 of the maximum rate. Then, if all of the
extraneous reinforcers are reallocated to the
varied component of the schedule when its
schedule is changed to extinction, then the
maximum response rate in the constant com-
ponent would be 7/7, or an increase of 16%.
Because contrast effects are often much larger
than this value (in the range of 30% to 100%
increases in response rate), the reallocation of
extraneous reinforcers between components
cannot explain the rate increase.
The most important criticism of behavioral

competition theory comes from the observation
that the size of the contrast effect does not
depend upon the behavior actually maintained
by the reinforcement schedule in the varied
schedule, but rather upon the rate of rein-
forcement per se. The rationale behind the
reallocation of reinforcers between compo-
nents is behavioral competition. Thus, during
the baseline conditions in which the varied
component of the multiple schedule has a high
rate of scheduled reinforcement, the behavior
controlled by this scheduled reinforcement
provides strong competition with the unmea-
sured behavior that produces the extraneous
reinforcers, causing it to occur at a low rate.
Then, when the schedule during the varied
component is changed to extinction, respond-
ing controlled by the schedule is eliminated,
so that the unmeasured behavior that produces
extraneous reinforcers is free to increase to a
high rate, which then causes it to shift from
the constant component to the varied compo-
nent, thus producing the contrast effect in the
constant component. The problem with this
account is that shifts in reinforcement rate dur-
ing the varied component need not be corre-
lated with any change in the level of behavior.
This is exemplified best when a multiple VI
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variable-time (VT) schedule is changed to
multiple VI extinction (EXT). Because there
is no operant response required in the VT
component, there should be little competition
with the unmeasured responses that produce
the extraneous reinforcers. The extraneous re-
sponses that normally occur during the con-
stant VI component of the schedule should
move into the VT component during the base-
line phase of the experiment, so that during
baseline training the operant rate during the
VI component of a multiple VI VT should be
higher than the corresponding rate in a mul-
tiple VI VI. Further, when the VT is changed
to EXT, there should be little change in the
degree of competition in the varied component,
so there should also be little change in the
response rate in the constant VI component.
Thus, contrast effects with a multiple VI VT
should be substantially smaller than with a
multiple VI VI, when both are changed to
multiple VI EXT. To the contrary, however,
interactions with the two schedules appear to
be basically similar (e.g., Halliday & Boakes,
1974).

This fundamental criticism of the behav-
ioral competition theory has been addressed by
Staddon (1982), who argued that the response
contingency may be irrelevant to the amount
of operant behavior (or "terminal behavior")
that occurs, because some evidence suggests
that the rate of such behavior is similar, re-
gardless of the response contingency (Staddon
& Simmelhag, 1971; but see Fenner, 1980, for
contrary data). He thus assumes that the de-
gree of competition from "terminal" behavior
with the behavior producing the unmeasured
reinforcement is necessarily correlated with the
frequency of scheduled reinforcement, regard-
less of the constraints imposed by the partic-
ular schedule. But this assumption is severely
challenged by experiments in which a multiple
VI signaled VI schedule is changed to a mul-
tiple VI EXT schedule, where again the con-
trast effects that are observed are independent
of the changes in the response rate in the varied
component (Williams, 1980). In such sched-
ules, pecking occurs in the signaled VI com-
ponent only when the signal is present. Given
that pecking is assumed to be functionally sim-
ilar to other, unmeasured, forms of terminal
behavior, the dynamics of pecking should serve
as an index of all of the terminal behavior that
is occurring. That is, all behavior is nonrein-

forced when the signal is absent, so whatever
mechanisms discourage pecking in the absence
of the signal also should discourage any other
operant (terminal) behavior. Key pecking
seems to be the most likely form of terminal
behavior in the absence of the signal because
it is reinforced in the presence of the signal,
and there is no greater disincentive for pecking
in the absence of the signal than for any other
type of terminal behavior. To argue that be-
havior other than pecking is maintained in the
absence of the signal thus requires the inven-
tion of a new category of behavior with its own
separate functional properties that are de-
signed solely to salvage the behavioral com-
petition theory.

In conclusion, the evidence for an account
of behavioral contrast in terms of behavioral
competition is weak. McLean (1992) does pro-
vide a demonstration that reinforcers from other
sources do move between components of a mul-
tiple schedule as predicted by the theory, but
his data still reveal an effect of reinforcement
in the alternative component of the schedule
that is not mediated by this reallocation effect.
Most important, the theory fails to deal with
critical aspects of the findings of behavioral
contrast, the most important being that the
controlling variable is changes in relative rate
of reinforcement independent of changes in the
level of behavior maintained by the reinforce-
ment.

REFERENCES
Catania, A. C. (1973). Self-inhibiting effects of rein-

forcement. Journal of the Experimental Analysis of Be-
havior, 19, 517-526.

Fenner, D. (1980). The role of contingencies and "prin-
ciples of behavioral variation" in pigeons' pecking.
Journal of the Experimental Analysis of Behavior, 34, 1-
12.

Halliday, M. S., & Boakes, R. A. (1974). Behavioral
contrast without response-rate reduction. Journal of the
Experimental Analysis of Behavior, 22, 453-462.

Herrnstein, R. J. (1970). On the law of effect. Journal
of the Experimental Analysis of Behavior, 13, 243-266.

Hinson, J. M., & Staddon, J. E. R. (1978). Behavioral
competition: A mechanism for schedule interactions.
Science, 202, 432-434.

McLean, A. P. (1992). Contrast and reallocation of
extraneous reinforcers between multiple-schedule com-
ponents. Journal of the Experimental Analysis of Behav-
ior, 58, 497-511.

McLean, A. P., & White, K. G. (1983). Temporal con-
straint on choice: Sensitivity and bias in multiple sched-
ules. Journal of the Experimental Analysis of Behavior,
39, 405-426.



112 BEN A. WILLIAMS and JOHN T. WIXTED

Staddon, J. E. R. (1982). Behavioral competition, con-
trast and matching. In M. L. Commons, R. J. Herrn-
stein, & H. Rachlin (Eds.), Quantitative analyses of
behavior: Vol. 2. Matching and maximizing accounts (pp.
243-261). Cambridge, MA: Ballinger.

Staddon, J. E. R., & Simmelhag, V. L. (1971). The
"superstition" experiment: A re-examination of its im-
plications for the principles of adaptive behavior. Psy-
chological Review, 78, 3-43.

Williams, B. A. (1980). Contrast, signaled reinforce-
ment, and the relative law of effect. American Journal
of Psychology, 93, 617-629.

Williams, B. A. (1981). The following schedule of re-
inforcement as a fundamental determinant of steady-
state contrast in multiple schedules. Journal of the Ex-
perimental Analysis of Behavior, 35, 293-310.

Williams, B. A., & Wixted, J. T. (1986). An equation
for behavioral contrast. Journal of the Experimental
Analysis of Behavior, 45, 47-62.

Received February 4, 1993
Final acceptance July 28, 1993


